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1. Introduction

Recently, tremendous achievements of the empirical analysis on information diffusion (also known as information
spreading or transmission) have been obtained, for the fast development of the database and computational technology.
Temporal motif analysis on the mobile phone communication system reveals the homophily feature in the social interaction,
where communications tend to be more frequent between individuals with similar traits, such as sex and ages [1]. And
human activity patterns, such as the large heterogeneity in response time [2], weight-topology correlations and the burst
activity patterns on individuals [3], would slow down information spreading significantly. Apart from the mobile phone
communication systems, the online social networks are the most important information spreading platform. On the online
social system, users can access information through peer-to-peer interaction as well as the external (out-of-network)
sources [4], and different kinds of users, such as media, bloggers, common individuals and so on, play significantly different
roles in information spreading [5]. Contrary to the traditional realizations, most information items are just approved by very
tiny fraction of population, while the number of the observed large cascades is very small [6]. For the case of large cascades,
the number of the new approved individuals always follows power-law relaxation after the burst [7,8]. All these empirical
observations can be used to suggest new directions for modeling and application of the information spreading process.

Modeling the information (fads, innovations, collective actions, viral memes, opinions and rumors) diffusion process
is of outstanding interest for analyzing the information spreading patterns on social networks, stopping the transmission
of viruses, as well as controlling the spread of rumors, etc. A variety of models have been proposed to characterize this
process, in which the most classical models are the independent cascade model (ICM) where the information flows over
the network through cascade [9,10] and the threshold model (including the linear threshold model and general threshold
models) established based on the assumption that the neighbors play significant roles for the diffusion process [11,12].
Besides these models, perhaps the most commonly used models are epidemic spreading models, such as the SIS model and
SIR model, as a piece of information can be transmitted from one individual to another which is the similar pattern as the
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epidemic spreading [ 13]. Obviously, the models considered above all focus on static networks, which is called dynamics on
networks. However, in many applications, the links of the networks can also evolve with time, which is treated as dynamics
of the networks [14]. Consequently, the adaptive network appeared in order to combine these two fields. Most models
concerning the adaptive process in information diffusion are used to characterizing the dynamic of opinion formation, such
as the voter-like approach models and models concerning social segregation [15,16].

Thanks to the ever-increasing data collection of information spreading, applications of information spreading studies,
ranging from network construction to opinion leader identification, benefit a lot for our human beings. Recent carefully
designed work [17] based on compress sensing theory developed a general framework for reconstructing networks from
time series propagation data. The uncovering complex structure provides the fundament to understand and manage
collective dynamics, like minimizing the rumor propagation in the online virtual communities or controlling the outbreaks
of global scale virus, which is the same target of the effort in locating the opinion sources or leaders [18,19]. Despite
the data-driven approach without the network prior knowledge in understanding and controlling collective dynamics,
many studies provide effective and efficient strategies in managing propagations via changing the complex structure based
on node or edge level. The surprising finding is [20] that the largest (in module) eigenvalue of the network adjacency
matrix is the only network parameter that determines the tipping point of the propagation process, inspires the various
algorithms including node removal [21], node immunization [22], edge rewiring [23], etc., for minimizing/maximizing the
information propagation. Many extensions [24,25] were designed and studied, which provide plenty desired choices to
manage information spreading in real applications.

2. Information diffusion in real applications

2.1. Networking: Platforms and applications

As a fundamental need of human daily activities, information spreading is the goal, yet an emerging phenomenon from
the complex of human communications [26]. In fact, facilitating information spreading is the core motivation of developing
modern technique systems, such as instant messengers, Twitter, blogs, Facebook, telecommunication systems, etc. The vast
development of online social networking platforms has, to the most extent, expanded and facilitated information spreading.
Such expansion and facilitation have not only speeded up information spreading, but also changed the fundamental
mechanisms underlying the emerging complex spreading patterns. In this section, we aim to summarize main streams
of information spreading systems, which we categorize (noninclusive) as instant messengers, blogging and micro-blogging
social networking applications, email networks, mobile communication systems, etc.

2.1.1. Instant messengers

Instant messaging (IM) is a type of online chat which offers real-time transmission over the internet. Typically, messages
are sent, in the form of text, hyperlinks, picture, voice over IP, and video etc., between users who have added their
counterparts on their contact list (“friends list”). Most IM apps also allow messages to be sent between strangers who are
not on the list but have agreed on an authentication to allow receiving messages from specific users.

The development of IM comes along with the expanding of the internet. Early tools include peer-to-peer IMs such as talk,
ntalk and ytalk, and client-server IMs such as talker and IRC. While many of these IMs have updated to support conversations
between users on different machines later on, a list of other internet-wide, GUI-based (graphical user interface) IM clients
were populated till 2000s, these include ICQ, AOL, PowWow, as well as other software type clients developed by different
companies, such as Excite, MSN, Ubique and Yahoo!. In addition to supporting inter-person communication with various
services (e.g., voice over IP, video calling, web conferencing, file transferring, desktop sharing etc.), recent development
of IM services also incorporates the function of social networking, such as allowing users to post web-based updates and
suggesting new contacts through recommender algorithms. These include Facebook Chat, Google talks, QQ, WeChat, etc.

Even the typical communication with IMs is person to person, many IMs nowadays offer multicast transmission,
e.g., “chatrooms” or “chat groups”, where participants might be anonymous or might be previously known to each other (for
example collaborators on a project that is using chat to facilitate communication). Obviously, it is more efficient to broadcast
information with a group of people rather than with a one-to-one messaging.

2.1.2. Blogging social networking applications

Early versions of IMs are mostly stand-alone applications; the ability of social networking is limited that, information,
in forms of various contents, can only be shared within limited group, such as one-to-one chat window, group-chat rooms,
etc. Along with the development of online social media, web-based social networking services (SNS) have been proposed to
extend the diversity and broadness of information sharing. In such platforms, e.g., Facebook, users can post text, images,
video, hyperlinks, and the alike to their profile page such that the content can be visible to either a group of defined
people (private), or to everyone (public). Besides posting and sharing interesting contents, most of such systems nowadays
also provide many additional services, such as notes, chat, virtual gifts, marketplace, messaging, voice calls, video calling,
encrypted services, etc.
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Compared with traditional IM tools, which are relatively private, SNS allow users to easily keep in touch with friends and
family by sending messages and posting status update, the later will be seen by lots of other people. The enhanced features of
communication and networking have stimulated a vast increase in the use of SNS in the past decade, for example, Facebook
was public accessible in 2006, two years later, it had overtaken Myspace and become the largest online social network in
the world at the time with 500 million users. By the end of 2015, the number of monthly active users reached 1.59 billion.
Similar SNS platforms have also been developed around the world, for example, the SNS version of the Chinese IM QQ, Qzone,
enables users to upload content to their profile page and keep interaction with other users online. Due to the popularity of
QQ in China, Qzone has 653 million monthly active users by the late of 2015.

2.1.3. Micro-blogging social networking applications

The aforementioned Facebook-like SNS platforms allow users to interact closely with friends and families who are on
their friends list. The Twitter-like systems, however, make no assumptions about mutual friendship and extend the scope
of interaction by allowing each user to “follow”people who are far-beyond their personal social networks, such that the
relationships in twitter can be irreciprocal, as celebrities or accounts created by key agencies may attract much higher
attention than ordinary users. For example, in 2016, the singer and actress Katy Perry on Twitter has more than 84 million
followers, and president Barack Obama has more than 70 million followers.

Another distinct feature of Twitter-like systems is that the post is limited within a short number of characters. For
example, the length limit of Twitter is 140 characters. In other words, Twitter-like systems encourage brevity, though
pictures and urls can also be uploaded. In contrast, Facebook posts can run from a single line to about 63,000 characters, and
the upper limit of Google+ is 100,000 characters. We term such platforms as micro-blogging SNS, i.e., it refers to frequent
but very short posts, unlike regular blogging-writing long posts with photos, micro-blogging is meant to be quick, succinct,
and pointed.

The increasing use of smart phones have shifted most web-based SNS to fast and easy applications on mobile devices [27].
Due to the simplicity and brevity, micro-blogging SNS systems grow fast on mobile devices, these including Twitter,
foursquare, tumblr, friendfeed, plurk, Sina Weibo, etc. It is worth noting that, while initially designed to limit the size of
the text that can be posted, many micro-blogging services are now offering posting with higher or no limit. On the other
side, blogging SNS sites, such as Facebook, is now offering the option to “follow” users who is not on one’s friends list, making
the boundaries of blogging and micro-blogging more indistinguishable.

2.1.4. Email networks

Unlike instant messaging or blogging applications which aim to the speediness of communication and status updates,
email, provides a technique for transferring of digital messages that with no push of immediacy. Though early email systems
required the author and recipient to both be online at the same time, today’s email systems are based on a “store-and-
forward” model: email servers accept, forward, deliver, and store messages. The users only need to be connected to the mail
server whenever they need to receive or send messages.

The content of each email message is formed of two major sections: the message header which is structured into fields,
including email address of the author (from), local time when the email is written (Date), email address of recipients (to,
cc), etc., and the message body which is written by the author and can consist either plain text or content of various format
and type. Therefore, through the email header fields, it is possible to forward a piece of information through the chain of
emailing links. Most companies and organizations have their own email server, while there is also a large selection of open
email service providers, such as Gmail, Hotmail, Yahoo! Mail, etc. To today, there are an estimated 2.7 billion email users
worldwide and 215 billion emails that are sent daily.

2.1.5. Mobile communication

Mobile communication, or mobile telephony, refers to the communication of mobile phone users through the cellular
network of base transceiver stations (BTS or towers). Each mobile phone may dial or receive a call or text message (short
message service, SMS) if there is network coverage, for which the typical range is from a few hundred meters in densely
populated cities to a few dozens of kilometers in remote area. With smartphones, many internet-based services have also
shifted to mobile devices, including IMs, SNS, email, and so on. As the most widely used technology and most common
electronic device in the world, it was estimated that the unique number of mobile phone subscribers would increase
from 4.7 billion in 2015 to 5.6 billion by 2020, accounting to a penetration rate of 63% and 72% of the global population,
respectively [27-29].

Through mobile communication, each individual with a phone is readily connectable. In terms of spreading, mobile
phones form a fundamental network for information flow of various types: dissemination of warning messages [30],
broadcasting of advertisements [31], exchange of opinions [32], etc. Particularly, either cellular towers or GPS allows locating
of the device, which provide rich contextual information on the environment and facilitate many location based services [33],
such as advertising [34], recommendation [35], location-based social networking [34], navigation [36], etc.
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Table 1
List of popular social networking applications in the world.
Name Registered Active Date Country of Date of
users users launched origin user stat.

Facebook 2+ billion 1.591 billion Feb-04 UnitedStates Jan-16
WhatsApp 1+ billion 1 billion Jun-11 UnitedStates Feb-16
TencentQQ 1+ billion 853 million Feb-99 China Dec-15
FacebookMessenger 2+ billion 800 million Aug-11 UnitedStates Jun-15
TencentQzone 1+ billion 653 million May-05 China Sep-15
WeChat 1+ billion 650 million Jan-11 China Dec-15
Google+ 2.2 billion 540 million Jun-11 UnitedStates Jan-15
Instagram 400+ million 400 million Oct-10 UnitedStates Sep-15
Twitter 1+ billion 305 million Mar-06 UnitedStates Dec-15
Skype 663+ million 300 million Aug-03 Estonia Mar-14
BaiduTieba 1 billion 300 million Dec-03 China Jul-14
Viber 606 million 249 million Dec-10 Israel Jun-15
SinaWeibo 800+ million 222 million Aug-09 China Dec-15
LINE 600 million 215 million Jun-11 Japan Dec-15
YY 773 million 122 million Dec-10 China Jun-15
Snapchat 100+ million 100+ million Sep-11 UnitedStates May-15
BBM 190 million 100 million Feb-07 Canada Feb-15
Pinterest 100+ million 100 million Mar-10 UnitedStates Sep-15
LinkedIn 400+ million 100 million May-03 UnitedStates Apr-16
Telegram 100+ million 100 million Aug-13 Germany Feb-16
VK.COM 260 million 60 million Sep-06 Russia Jul-14
Myspace 1 billion 504 million Jan-04 America Jan-2015
Kakao Talk 160 million 48 million Mar-10 Korea Sep-15
Renren 137 million 37million Dec-05 China Nov-13
Yixin 100+ million 30+ million Aug-13 China Jul-14
Odnoklassniki 65 million 25+ million Mar-06 Russia Jul-13
Momo 180 million 7.8 million Aug-11 China Oct-15
Kik Messenger 275 million 2.5 million 2009 Canada Apr-16

2.1.6. Others applications

Beyond the platforms and applications mentioned above, there are a large number of other systems that embed rich
information spreading phenomenon. For example, it is quite popular nowadays to use content-specific applications on
smartphones for sharing of specific type of information, such as Instagram, Flickr for photos, YouTube, Vine for videos,
Foursquare, Gowalla for local search and recommendations, etc.

BBS (bulletin board system) is an old fashion way for information broadcasting and sharing. The user can read news and
bulletins, and exchange messages with other users through email, public message boards, and sometimes via direct chatting.
It was one of the most popular internet service in the 1990s, and is still popular in many countries to today, for example,
the Chinese Tianya Club, which offers BBS, blog, microblog and photo album services, has more than 100 million registered
users and a daily unique visitors of 12 million.

It is worth noting that many of the above mentioned applications have integrated with smartphones and there is also a
tendency that each communication tool is trying to provide additional features that others have. For example, being initially
a pure photo-sharing tool, Instagram is now offering the functions of video sharing as well. We have collected a list of popular
social networking applications in the world, see Table 1.

2.2. Taxonomy of information spreading phenomenon

2.2.1. Broadcasting

Broadcasting is the operation of sending information from the source to as many targeted audience as possible. Online
social networking services have been revolutionized the way for information broadcasting. Other than traditional one-way
radio or television, broadcasters are using social media to innovatively enhance user engagement, traditional marketing
campaigns and promotions, warning message distribution, etc. Through online social networks of the audience, the target
information can be relayed, reinforced, and dissimilated rapidly. For example, during the 2012 Indonesia Earthquake, for
Twitter followers of the central disaster warning agency (BMKG), even with less than 0.1% of all followers re-tweeting the
initial reports, tsunami early warnings released by BMKG could potentially reach 4 million users in 15 min [37,38].

2.2.2. Information sharing

Information sharing is a core phenomenon on complex networks: the distinctive feature of modern online social media
is its de-centralized structure such that each participant can generate, post and re-post others’ content which they think of
certain value (entertaining, learning, business, etc. [39,40]), such as the re-tweet behavior in Twitter. Unlike broadcasting,
for which the purpose is to send the information to as many targeted audience as possible, in information sharing, the initial
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motivation of composing the content may quite differ, however, as many users can forward and re-post one single piece of
content. It can diffuse into the social network far beyond the author’s personal network.

In a survey from Facebook, the authors found that the strongest motivator for providing more information for sharing is
“having fun” and “revealing enough information so that necessary/useful to me and other people to benefit from Facebook” [40].
In [41], from an analysis of 41.7 million users, 1.47 billion social relations, and 106 million tweets, the authors found that the
most shared trending topics (over 85%) are headline news or persistent news in nature, and they found that any retweeted
tweets reached an average of 1000 users, regardless of the number of followers from the original tweet. Once retweeted, a
tweet gets retweeted almost instantly on next hops, signifying fast diffusion of information after the first retweet.

2.2.3. Crowdsourcing and collaboration

Crowdsourcing is the process of obtaining needed services, ideas or content by soliciting contributions from a large group
of people, and especially from an online community. As an innovative form of online collaboration, crowdsourcing has been
applied in a wide range of fields: knowledge discovery and management, distributed human intelligence tasking, broadcast
search, and peer-vetted creative production, etc [42,43].

One of the well-known applications of crowdsourcing is the 2009 DARPA Network Challenge, in which the competition
teams had to locate ten red balloons, lofted 30.5 m into the air at locations scattered throughout the United States, and
then report their findings to DARPA. The winning team from the Massachusetts Institute of Technology (MIT) was able to
within nine hours identify the correct latitude and longitude of all ten balloons, with the help of Facebook, Twitter and a
homemade Web site for rapidly gathering and disseminating very precise information [44]. In astronomy, NASA’s photo
organizing project asks internet users to browse photos taken from space and try to identify the location the picture is
documenting. Other examples of crowdsourcing projects include crisis mapping [45], crowdfunding [46], etc.

2.2.4. Viral marketing

While consumers are more resistant to traditional forms of advertising, such as TV and newspaper ads, viral marketing
becomes an effective alternative marketing strategy by exploiting existing social networks and encouraging customers to
share product information with their friends [47-49]. It comes in many forms, from videos to games, images, blogs, text
messages, and emails, as long as the message can be sent to another person. For example, you can post a video that includes
a link to your website and a page where a message can be sent to other people.

Hotmail was one of the many cases that became extremely successful utilizing viral marketing. When it first began, they
decided that the best way to entice new customers would be to reach the friends, family and colleagues of each user they
had. So, in the footer of each and every email that was sent from a Hotmail account, the Hotmail team placed a link that read
something like this: “Want a free email account? Sign-up for Hotmail today!” The strategy went extremely successful and
hundreds of thousands of users signed up for their free email accounts. In fact, it recruited 12 million users in 18 months, a
historically fast growth at that time [50]. Due to the advantages of easy to implement, social networking, low-cost, potential
of exponential growth, and long-term effect, viral marketing has become a common business campaign nowadays. From
Facebook, to Twitter, to YouTube and LinkedIn, it has shown the power of expanding business and boosting revenue. Other
well-known cases include the Burger King's Subservient Chicken campaign [51], ALS Ice Bucket Challenge [52], Old Spice’s
“The Man Your Man Could Smell Like” [53] and Coca-cola’s “Friendly Twist” campaign [54], etc.

2.2.5. Opinion formation

Opinion formation is an outcome of information spreading on social networks. Through exposure and exchange of
individual views, attitudes, and beliefs about a particular topic, either a single individual would be influenced and form
a personal opinion, or the population as a whole would exhibit a synthesis view of the topic, i.e., public opinion [55]. With
billions of users, the social network has become an important and essential information channel which can spread very
rapidly and have an extremely broad coverage. Social media and social networking sites are increasingly used by people to
express their opinions, on breaking news, political issues, sports events, and new products, etc.

There has been an increasing interest on leveraging social media and social networking sites to sense and predict opinions
as well as understand opinion dynamics. For example, Twitter has been used for broadcasting political messages, interacting
with voters, and for predicting election [56,57]; quantitative investment firms measure and trade investor sentiment using
social media [58-60]; and, large corporations increasingly leverage brand sentiment, estimated from users’ posts, likes and
shares in social media and social networking sites, to design their marketing campaigns [61]. In a study of two years’ twitter
corpus on 1 billion messages, it is found that the sentiment word frequencies in Twitter can correlate with surveys on
consumer confidence and political to as high as 80% [62].

It is worth noting that the opinion formation is closely related to the human behavior contagion process on social
networks, which has been observed and studied for a variety of aspects in the past years [63-65]. For example, in an
experiment designed by Damon Centola, it is found that individual adoption of health behavior increases when participants
received social reinforcement from multiple neighbors in the network, and the behavior spread farther and faster across
clustered-lattice networks than across corresponding random networks [66].
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2.2.6. Innovation diffusion

Similar to opinion formation, new ideas and ways of doing things, or adoption of new products can spread gradually
through social networks, as people tend to adopt an innovation with increasing likelihood, depending on the proportion
of their friends and neighbors who have adopted it [63,67]. In a classic study, Coleman et al. [68] showed how doctors’
willingness to prescribe the new antibiotic tetracycline diffused through professional contacts. Other early discoveries of
innovation diffusion on social networks include family planning methods, new agricultural practices, and a variety of other
innovations [69].

The rapid growth and popularity of online social networking services provide new means for communication and
interaction, and consequently make the Internet a unique environment for the emergence and spread of innovations. As
physical proximity is no longer a constraint for interactions, the underlying mechanisms, speed and extent of spreading have
changed substantially [67,70,71]. For example, for new technologies to reach 50 million users, it took 50 years for electricity,
while MySpace used only one year. Online social media also enable researchers and the industry to quantify factors that
may be crucial to innovation diffusion besides characters of the innovation itself, such as opinion leaders, network local
clustering [64,67,72,73].

2.2.7. Malicious spreading

Malicious spreading refers to spreading of information that is harmful to the community, including the spread of
malicious programs (computer viruses, worms, trojan horses, spyware, etc.), malvertising, rumors and gossips [13,74-76].
Through web services of the connected internet, such information can spread to millions of agents within a very short time.
For example, the very early and notorious computer worm “ILOVEYOU”, spreading as an email message with the subject
line “ILOVEYOU” and the attachment “LOVE-LETTER-FOR-YOU.txt.vbs”, infected fifty million computers within ten days.
The other notorious one, Storm Worm, which is a backdoor Trojan horse also using e-mail messages to spread, had infected
1 to 10 million computers in 2007 and accounted for 8% of all malware infections globally three days after the infection
began [77].

When it comes to rumor propagation, the mass connected online social networks today offer the potential of spreading
with unimaginable speed. According to Benjamin et al., a rumor began at a random node of the Twitter network reaches
on average 45.6 million of the total of 51.2 million members within only eight rounds of communication [78]. As rumors or
misinformation may cause serious consequences in certain circumstance, e.g., in a disastrous situation [79,80], it is of great
importance to detect, prevent and understand the mechanisms of rumor spreading.

3. Empirical studies

3.1. Spreading patterns

Information spreading process presents abundant and various patterns in real social systems because of the complicated
communication mechanism coupling with the diversiform social interaction dynamics. Recently, for the fast development of
the database and computational technology, multifarious spreading patterns based on the empirical analysis on information
spreading have been obtained. The observation of the spreading patterns would help us to understand the dynamics
of information diffusion more clearly. In this section, we review the information spreading patterns introduced in the
literatures, which are essentially obtained from the online social systems and the mobile communication systems.

3.1.1. Temporal dynamical patterns

Based on the collective human effects [7], some information about the popular topic can quickly spread out across the
social network through the peer-to-peer interaction as well as mainstream media. Understanding the temporal dynamic
pattern for these popular information has been proved difficult, since there seems to be no significant shifts to describe the
continuous appearance, growth and decay process [81] (as Fig. 1), which is also referred to as the rise and fall pattern in Ref.
[82]. However, it is very important to clearly describe the temporal dynamical patterns, that people can reliably predict the
overall dynamics of spreading process based on observing only a small number of spreaders within the initial steps [83,
84], with the direct application including rumor spreading [78], public opinion monitor, the popularity of newly emerging
events and even prediction of the product information based on the collective attention [85]. The temporal dynamics were
first addressed by Crane and Sornette [7], who studied the dynamical process of the data extracted from the daily views
on YouTube. In their study, the temporal pattern can be described accurately as a self-excited Hawkes conditional Poisson
process, and the functional forms of growth and decay process can be approximately considered as power-law rise and
fall pattern, and similar patterns are also observed on the blog systems where the exponent values lie between — 0.1
and —2.5 [86]. Another method to study the temporal pattern on information spreading is based on clustering methods.
Yang and Leskovec [83] obtained six classes of temporal patterns using the K-Spectral Centroid clustering algorithm on two
massive datasets, Twitter and blog posts and news media articles. In addition, Lehmann et al. [87] presented four groups of
temporal patterns, which are activity concentrated before and during peak, during and after peak, symmetrically around the
peak, and on the single day of the peak respectively, with coarse-graining the temporal dynamics of the hashtags on Twitter.
Furthermore, differential stochastic equations were also a widely used method to describe the temporal patterns. Matsubara
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Fig. 1. Temporal dynamical patterns of 50 largest threads from mainstream online medias for the period Aug.1-Oct.31, 2008. The thickness of each strand
corresponds to the volume of the corresponding thread over time. And the various dynamic patterns could be observed.
Source: From Ref. [81].

et al. [82] presented a SPIKEM model, which can describe all the patterns of the rise-and-fall burst in the data collected from
the public domain. The dynamic mechanism of the temporal pattern seemed to be explicitly described with the differential
stochastic equations, however too much assumption and simplification are considered in this kind of methods [88-90].

The temporal dynamical patterns of the information spreading are still unclear, leading to the critical resistance for
the information cascading prediction [91,92]. And the diversiform temporal patterns would be caused by the complicated
social systems, which could be generally classified into two domains [88]. The first factor is the information content, and
information with different contents may have very different audiences and spreading paths, leading to different temporal
patterns [93]. And some information would be very popular within very short time, such as the news of the gravitational
waves detection very recently, while most messages are just adopted by very few people, such as some grassroot voices. The
intrinsic infectiousness of different information contents (a piece of message, tweets or some others) are very different, and
infectiousness itself is also time dependent [94]. Significant variation of spreading patterns was obtained in the widely-used
hashtags on different topics spread on the Twitter systems [95]. Vicario et al. analyzed the diffusion process of information
related to scientific and conspiracy news among the Facebook users, and the information cascade dynamics were very
different, which indicated that news with different categories have different assimilation [96]. Coscia [97] indicated that
a piece of information that located in the periphery of the information similarity space has the significant advantage in the
potential popularity. Furthermore, the different expressions for the same thing also generate various spreading dynamics.
And some information spreading patterns, especially the disease information, are still coupled with the diffusion of the
corresponding disease among the population [98-100]. Although we can obtain many empirical analyses between some
simple content features and spreading patterns, such as whether the tweets contain URL or hashtags [101,102], the length
of the messages [103,104] and so on, it is still unclear that what features of the content are the critical factors to affect the
spreading pattern. In addition, the different temporal patterns are also identified between various types of contents. It is
generally known that rumor detection is a critical problem in information diffusion on social networks, and Kwon and Cha
found that the temporal patterns were very different between rumor and no-rumor information [105], which is also an
important method to detect the rumors where rumor-like messages have stronger fluctuations over time [ 106,107]. Online
experiments of the behavior spreading reveal the social influence effect [66,108], leading to the different realizations from
the simple spreading process assumption, such as news spreading.

The second factor is the diffusion environment of information spreading, which is also referred to as the context [88].
Many types of information spreading processes can be considered as the propagation through peer-to-peer interactions,
such as reposting the information from someone you followed on Twitter, sending messages to your friends on Facebook,
communicating through physical contacts and so on. And the underlying network topologies are the most important
environment for such diffusion processes which is proved to be related to the temporal pattern [ 109]. Generally, users with
more friends in the network would have greater impact on spread speed as well as the information popularity [110], and it
is also a very important yet simple metric to evaluate the user’s influence in social science. Other features of the network
topology, including the degree distribution [111], small-world structure [93], ego structure [112,113], tie strength [114,115]
and the ideological homophily in affiliation [116], all played very important roles in information spreading. For example,
Bakshy et al. found that weak ties would play a more dominant role in the dissemination of information online than currently
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Fig. 2. A toy example of information diffusion network on a social network. The pink nodes represent the individuals who assess the information, and this
information diffusion starts at node 1 and terminates on nodes 7, 9 and 14. And the arrows indicate the information transmission direction.

believing that more weak ties were responsible for the propagation of novel information [109]. However, the topologies
of the social networks in real systems are quite diversity and complicated, leading to the abundant temporal patterns of
information dissemination. Even more complicated, the edges are not continuously active in social system, which is also
referred to as temporal network [117], and the temporal structure of edges can significantly affect the interaction dynamics
through the network. In addition, the information diffusion can also affect the evolution of the social network [118] and the
information become popular (or burst) when disjoint clusters of users begin to merge to form one giant component with
discussing the corresponding topics [110]. Recently, although many theoretical model and numerical simulation methods
[119] are proposed to interpret the spreading dynamics on the underlying network structure, the simulation results are
always far away from the empirical observations [6].

3.1.2. Diffusion structure pattern

In this review, we just focus on the information spreading mainly via the social networks, and the spreading processes
merely via broadcast or television are out of our discussion. As the information transmitted from the source to others
through the peer-to-peer interaction (the links on the social network), all the propagation paths of the information could
be extracted to form a connected subnetwork, which is also referred to as the diffusion network (or information cascading).
In the diffusion network, nodes are the individuals who accept the corresponding information, and edges are information
paths that individuals transmit information to others. As illustrated in Fig. 2, the diffusion network of each information can
be considered as a tree-like structure [6,120], where the individual who posts the message first would be the root node (or
the information seed, as node 1in Fig. 2), while the individuals who do not transmit the information out would be regarded as
the leaf nodes (as nodes 7,9 and 14 in Fig. 2). And in some cases, the multiple parents are allowed [121], where an individual
can receive the information from more than one individual. In general, we can dig a distinct diffusion network for each
information on the social networks.

The empirical analyses on the diffusion network focus on two key quantities: the frequency of distinct diffusion structures
and the diffusion network size distribution among all distinct diffusion events [6]. As the common sense of the theoretical
diffusion models, such as the threshold model [9], disease-like diffusion model [122], “viral” marketing process [123] and
so on (detailed review of the diffusion model could be found in Section 4 Dynamical Models), the model results showed that
popular events or information can transmit multiple steps from the information seed and it is very likely to generate the viral
spreading with large number of informed individuals.

However, the empirical observation of the real system is very different from the model generations. Goel et al. [6] studied
the diffusion patterns with extracting the diffusion networks of the data collected from seven online domains, ranging
from communications platforms (Yahoo! Kindness, Zync, Friend Sense and Yahoo! Voice) to networked games (The Secretary
Game) to microblogging services (Twitter News Stories and Twitter Videos). With reconstructing all diffusion networks of
the datasets, they found that the vast majority of diffusion trees (ranging from 73% to 95% across the seven domains) just
have one node, which indicated no diffusion at all. And the total fraction of the several simple tree structures (as shown in
Fig. 3(a)), accounted for more than 97% of all diffusion networks in each domain. The tree size is the number of individuals in
the diffusion network, and the tree depth is defined as the number of layers the information spreads out from the information
seed. And both distributions of tree size (Fig. 3(b)) and tree depth (Fig. 3(c)) were positively skewed, indicating the high
concentration of small-size and short-layers diffusion trees, and the large diffusion networks seem to be the extremely
rare phenomenon in the real diffusion processes. In addition, similar right-skewed and heavy-tailed size distribution of
the diffusion networks are also observed on many other systems, such as Facebook [92], Digg [111], Sina Weibo Platform
[124,125], Slashdot [ 126], Email Communications [127-130] and so on.

Recently, Goel et al. [ 120] proposed the structural virality to characterize the diffusion network structure. The structural
virality (v) is defined as the average distance between all pairs of nodes (i, j) in a diffusion network (also referred to as the
Wiener index),

1 n n

i=1 j=1
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Fig. 3. The distribution of the diffusion networks on the seven domains. a, b and c represent the distribution of tree structure, tree size and depth
respectively.
Source: From Ref. [6].

where n > 1 is the number of nodes in the diffusion network and dj; is the length of the shortest path between node
i and j. Intuitively, low structural virality shows that the diffusion network grows through a small number of hub nodes
(broadcast effect), while high virality indicates many long information paths in the diffusion network (viral spreading). And
the empirical analyses on many systems show the small value of structural virality as well as the low correlation between
the structural virality and the size of the diffusion networks [6,92,120]. In contrast to the above-mentioned empirical results,
Anderson et al.[131] extracted the very different diffusion structural pattern on the LinkedIn dataset, where the tree-size and
tree-depth distribution decay significantly slower than the previously studied diffusion systems. The tree-size and structural
virality are strongly correlated, indicating the multi-step diffusion on the large LinkedIn signup cascades.

Motivated by the observation of the heterogeneity of the diffusion size distribution, it would be an interesting problem
that how the information seed would affect the final size of the information diffusion network, which would be very
important in the markets such as the new product diffusion [ 132]. Initially, the widely accepted view is that the hubs [133]
would be the most influential spreaders because the large number of their followers could receive information from them
directly. However, the detailed structure of the social network is not well considered in this case, and Kitsak et al. [134]
showed that the information initiated by nodes with large coreness would spread to more individuals using the disease-
like model assumption, which was also proved with the empirical analysis on many online domains, including Twitter and
Facebook [135]. And more recently, the extension of the H-index concept is also considered as an important parameter to
quantify the influential spreaders [ 136]. Unlike considering the influence of individuals, Morone and Makse [137] mapped
the influence maximization problem onto optimal percolation to identify the set of optimal influencers. In addition, rather
than the mainly consideration on the network structure, Kim et al. found that information could be efficiently propagated
using neighbors with a high propagation rate rather than those with a large number of neighbors, according to the analysis
of Twitter dataset related to the 2010 UK general election between 5th and 12th of May [138].

Actually, the information diffusion among the social system would be generated by the combination of broadcast and
viral spreading [120]. However, the most information diffusion literatures focus on the spreading process of peer-to-peer
interactions, also referred to as the viral spreading, ignoring the influence of the broadcast mechanism, where a large number
of individuals can receive the information directly from the same source, such as the mass media, news websites, video, TV
and so on. Using the data of URL mentions in the Twitter network, Myers et al. [4] presented that about 71% of information
by volume could be attributed to peer-to-peer interactions, and the rest is due to the external influence. More surprisingly,
tracking the propagation of the hashtags in the Twitter network, Lehmann et al. [87] found that the peer-to-peer spreading
process plays a minor role in hashtag popularity, while the exogenous factors such as communication in mass media would
be more important to drive the hashtag propagation. And Liu et al. [139] obtained the similar results on the analysis of



Z.-K. Zhang et al. / Physics Reports 651 (2016) 1-34 11

the event diffusion on Sina Weibo Platform, and they also proposed a spreading model coupling with broadcast and viral
spreading to show the various diffusion patterns determined by the events. Empirically, the structural virality is typically
low and independent of diffusion network size in many systems, implying that the high information popularity would be
largely caused by the broadcasting influence [120].

3.1.3. Human dynamical pattern
The heterogeneity and diversity of users’ behavior on the social network would also generate different patterns in
information spreading. The influence of the users’ behavior can be classified into two respects.

(i) The diversified users’ preference

It is widely accepted that users with similar interest or preference are likely to interact with each other, which in turn
affects the information spreading significantly. Temporal motif analysis on the mobile phone communication system reveals
the homophily feature in the social interaction, where communications tend to be more frequent between individuals with
similar traits, such as sex and ages [ 1]. Bakshy et al. [116] observed the ideological homophily in friend networks based on
the Facebook Data where the conservatives/liberals are more likely to make friends with similar political affiliation.

Besides the influence on the social network structure, the users’ interest or preference would also affect information
diffusion directly. Generally, users would like to assess and transmit the information which is consistent with their interest
and preference, and the different preferences are usually interpreted as the spreading probability (such as the retweet
ratio or mention ratio [140] in Tweeter or Tweeter-like systems). However, it would be very difficult to extract the
spreading probability in the real systems, and some parameters could be roughly considered as the individuals’ spreading
probability, for example, the fraction of neighbors who accept the information [125]. More precisely, Gomez-Rodriguez
etal.[132] studied the transmission rates of each pairwise with maximizing the likelihood of an observed set of information
cascades with considering three well-known parametric models: exponential, power-law and Rayleigh. And the spreading
environment, such as the information content, social influence [141] or even the emotion [ 142] would influence the users’
interest and preference significantly. And the changeable spreading probability would also be critical factor that most
spreading models cannot match the real information spreading process very well.

(ii) The bursty event dynamical

Generally, individuals’ behaviors exhibit temporal bursty pattern [ 143], where frequently occurring events are typically
observed over very short periods, followed by long periods of inactivity. And on the macro-scale, the users’ inter-event
time could be described as the power-law distribution or fat-tail, which is deviated largely from uniform or Poissonian
statistics. This bursty temporal pattern is also a universal phenomenon in the information diffusion system, such as the
phone communication [ 144,145], web browsing [ 146,129], online interactions [ 124] and so on.

Most empirical results show that the temporal bursty pattern would slow the information spreading. The seminal
observation for the influence of the bursty on the spreading process was conducted by Vazquez et al. [ 147] with analyzing
the spread of Email worms among Email users. The time interval (7) between two consecutive emails sent by the same
user in the Email data was proved to be the non-Poissonian process (Pg(t) = At ¢ exp(—é), Eq. (1) in Ref. [ 147]) while
users interacted uniformly based on the Poisson process assumption. And the virus prevalence decay times of simulation
using empirical email sequences were significantly larger than that predicted by the standard Poisson process based model,
which indicated that the non-Poissonian activity pattern would slow the spreading process. In addition, they obtained that
the prevalence decay time was given by the characteristic decay of the time interval distribution, according to the analysis
of the correlation between the long time decay of the prevalence and the long time interval () behavior. Similar result
was also presented in Ref. [ 148], which concluded that the correlation was depending on the interaction of agents to some
extent, but insensitive to the network topology. Iribarren and Moro [2,149] also found that the large heterogeneity in the
response time should be the reason of the slow dynamics according to the branching model analysis, especially for the case
of the much slower pace of the information spreading in the email experiment than the traditional models.

Besides the temporal bursty pattern, some other heterogeneities caused by the user behavior would also influence the
information spreading pattern. Karsai et al. [3] proposed the SI model on the human communication network using the
event sequences, where an infected individual would infect a susceptible neighbor if there was an event (a phone call, or an
email) between them at the corresponding time. To gain the further understanding of the network topology and burstiness,
they provided several reshuffled methods that preserve partly of the following correlations: community structure, weight-
topology correlations, bursty event dynamics on single links, event-event correlation between links and the daily pattern.
Simulation results showed that besides the bursty activity patterns, the weight-topology correlations were also an impeding
effect to slow down the spreading. Backlund et al. [150] proposed a topological-temporal threshold model where a user
would become adopter with a high rate of adopted neighbors within a chosen time, and performed the model on four
different empirical temporal networks, ranging from call, SMS, Email to face-to-face interactions. Results showed that the
bursty pattern would suppress the cascade size while timing correlations between contacts promote the adoption cascade.
In addition, the long-lasting interactions [151], the correlated burst (correlation between the time intervals) [151] would
also be the origin of slowing down of information spreading.

Very recently, some results indicated that the bursty pattern did not always slow the spreading process. In fact, the
phenomenon that the heterogeneous contacts patterns that speed up the spreading process have been reported in the
simulated infection on the sexual contacts network [ 152] and some other generated temporal networks [ 153]. The different
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influence of the bursty pattern on the spreading process should call attention to the importance of small inter-event times
or the role of lower bounds of inter-event times, whose effect has been largely ignored [ 154]. Motivated by this concerns,
Jo et al. [154] performed the SI spreading model in infinite systems for arbitrary time interval distributions. For the non-
Poissonian bursty processes, in order to test the lower bound effect, the shifted power-law distribution with an exponential
”F_i‘:;g)l‘”e"/’ce(l — lp), Eq. (10) in Ref. [154]). The result indicated that the burstiness
accelerated the spreading as comparedcto a corresponding Poissonian process for the early and intermediate time stages,
while the dynamics in the late time stage was very different that the burstiness resulted in a slower convergence to a fully
infected state (oc t—#) in contrast to the exponential decay of the Poissonian process (o e~!). And this would be the origin
of the conflicting spreading phenomenon with the bursty patterns observed in various systems. Furthermore, Horvath
and Kertész [155] applied the SI model on temporal networks with considering burstiness, topology and non-stationary.
For the stationary bursty process which was governed by power-law time interval distribution (the Pareto distribution
Ppow () =7, t"(% ift > tmin, Eq.(1)in Ref.[155]), there was a crossover («, ) from slowing down to acceleration comparing
with the Poissonian case, where the burstiness slowed down the spreading process for « € (1, «), while accelerated
spreading process for ¢ € (o, 00). The non-stationarity had a significant effect on the spreading speed for strongly fat-
tailed time interval distribution (with small ), and the process of young age can cause rapid spreading even for o € (1, «).
The age of the process also can lead to an accelerated or decelerated spreading in the non-stationary process governed by
the same power-law time interval distribution. In addition, the correlation between events, which cannot be attributed to
the time interval distribution, can both slow-down or speed-up diffusion in systems with the same static topology [ 156].

At last, we also review the effect of the circadian and intra-day or weekly patterns on the information diffusion. Many
empirical analyses show that the number of message on the systems varies over time with regular intra-day patterns,
where users are active during day time (usually peaks round 10:00am or 8:00pm), and inactive in midnight [124,157].
And Gao et al. [157] proposed a time mapping process (referred to as weibo time) to eliminate the effect of users’ circadian
in prediction of information spreading dynamics. Using the public Twitter messages, Golder and Macy [158] identified the
diurnal and seasonal mood rhythms, where the temporal affective mood pattern of positive affect was very similar to the
information spreading behavior pattern on the social systems. In addition, the circadian is also considered as the origin of
the power-law scaling of the time interval distribution [ 159]. However, using the de-seasoning methods, Jo et al. [ 160] found
that the circadian and weekly patterns of users’ activity was not a significant factor to cause the temporal communication
patterns (inhomogeneous and bursty).

cutoff was considered (Py(l) =

3.2. Cascading effects

3.2.1. Information cascades

Cascading dynamics are very important and yet ubiquitous in the complex systems, where one individual or a tiny
population can affect a large number of nodes with the avalanching growth for the intricate individual interaction
patterns [ 161]. The most studied cascading behavior is the cascading failures, which is extensively reported in many fields
such as the infrastructure systems [ 162], traffic jams [ 163], financial systems [ 164] and so on.

In the information spreading domain, human natural inclination to share information with others drives individuals to
mention or copy the information from one of their neighbors, and then transmit it to the other neighbors. When large number
of people participate this information propagation, large information cascade emerges. In many literatures, the information
cascades are also defined as the diffusion network, and the statistic properties such as the heterogeneous size distribution
and low structure virality are reviewed in detail in Section 3.2. And the cascade size distribution could emerge using the
threshold assumption, where only a tiny proportion of the cascade will break out for they pass the critical point and the
remained large proportion would diminish before the critical point of the outbreak. In general, large cascades occur in a
short period of time where the corresponding information content usually outbreak quickly after it firstly reported without
lasting for a long time.

Recently, many theoretical models are proposed to describe the emergence of the large cascades, such as the sandpile
model [ 165], the threshold model [9], simple spreading process and so on. However, the heterogeneous human behaviors are
not fully considered in these models, where the users’ differences are all presented in the underlying social structures. In fact,
the emergence of the information cascade is associated with users’ interest, emotion and profiles, including ages, genders,
jobs and even races. It is challenging to describe the information cascade due to the heterogeneous human behavior pattern
and users’ diversified decisions to the information item. To this end, two layers of studies on the information cascading
appear in recent literatures.

On the micro-level, more detailed users’ behaviors are considered in the agent-based model of information diffusion.
For example, Weng et al. [ 166] considered the competition among information in the use’s screen, where each user has a
memory list and information screen with limited size, which is also referred to as limited attention. The information would
be repost if it catches the user’s interest or it would be forgotten for the limited attention. According to this assumption, the
model generations, including the information popularity (cascade size), users’ activity and lifetime, were consistent with
the statistics results from the empirical data collected from Twitter. In addition, using the critical branching process, the
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cascade size generated from competition mechanism follows the power-law distribution with exponent smaller than 2,
which is similar to the observation in empirical process [167-169].

On the macro-level, the data-driven methods are applied to detect the influence of users’ behavior on information
diffusion. Fortunately, using the machine learning algorithms, the users’ hidden information could be mined according
to users’ online behavior which can be collected easily. For example, many highly sensitive personal features, such as the
sexual orientation, personality traits, interest and so on, could be accurately predicted using only the Facebook Likes datasets
[170]. And a user’s interest feature [171] and emotion categories [172] could also be extracted from her/his information
content, or even the posted information of the users that s/he followed in the social networks. With clustering the user’s
information content, the user’s topical diversity could be denoted as the entropy of her/his posted information content
among various topics [173], and the participation of the users with high topical diversity in the early stage tends to form
large size information cascades in the future. Apart from the user’s interest, user’s behavior also influenced by the local social
influence (the structure among his/her friends), and Zhang et al. [174] identified that the likelihood of user’s retweeting
behavior was significantly larger if his/her friends who also retweeted the message did not know each other by training
a logistic regression classifier in the microblogging system. Although there are abundant empirical phenomena related to
the cascade, the findings seem a lit fragmentary and non-systematic, where the data of the spreading process on different
systems, or even different stages for the same systems are very different. In order to present the information cascading
process more clearly, the combined understanding of these two layers would be a new direction.

3.2.2. Cascade prediction

In this part, we just focus on the prediction of the information cascades with large size, where the outbreaks of cascade
would be the paramount important problem in information spreading. For example, the outbreak of the bad news such as
the rumor would bring bad or even devastating effects. In this case, the prediction of the rare outbreak cascades in the early
stages is a critical issue in the information cascading research. And we would ask the questions that why, when and how does
alarge information cascade form, for each individual focuses on the information related to his/her interests. Inspired by these
questions, the following three research points have aroused considerable interests: the information cascade predictability
problems, burst time prediction in cascades and the information popularity (size of the cascade in the final state).

Measuring the predictability of large cascade is difficult for the multiple factors that affect the information diffusion
process [175]. The view of the unpredictable of the large cascade is proposed because of the rare occurrence of the large
cascades in many systems [6] and the inherent inequality and unpredictability [ 176] in social systems. Salganik et al. [176]
concluded that no measure of quality can precisely predict the outbreak cascades with creating an artificial “music market”
experiment, which showed that the same songs with identical initial conditions could achieve very different levels of
popularity. And Cheng et al. [92] observed the similar phenomenon that independent resharings of the same photo can
generate very different cascade sizes using the photo-resharing data from Facebook. However, they showed that “which
cascade ends up with largest size” could be predicted with high accuracy with the observation of temporal and structural
features of the initial spreading process [92]. In addition, Holme et al. used the diversity of the out-break size (the standard
deviation) as a key quantity for unpredictability, and presented the decay of unpredictability as a function of time using the
SIR process on the static network [177] as well as the temporal network [178]. In general, more accurate prediction could
be given if we have more information about the cascade, such as the more diffusion path in the cascade. But “to what extent
of the known information is the cascade dynamic predictable” and “which features are the most significant for the cascade
prediction task” are still unclear [92]. Though it would be very hard to identify the intrinsic properties of the predictability
of information cascade, some fragmentary regularities are obtained based on the empirical analysis, for example, breadth
rather than depth of the cascade structure [92], and the importance of the individuals that participate in the cascade [179]
at the initial steps are well correlated with the final size of the cascades.

The general cascade prediction problem can be illustrated as how to estimate the cascade growth process with the initial
portion of the cascade [92]. The burst time and the final size of the cascade are the most attractive in the information cascade
analysis. As illustrated in Section 4.2, the information spreading dynamics exhibit the “rise and fall” temporal pattern, and
the burst of the cascade should be the origin of the quick rise pattern. Predicting when the burst of cascade time will
come is also critical important in social science. The traditional regression models seem to be powerless to address this
task for the “rise and fall” pattern and the various lifetime of the cascades [180]. In this case, Wang et al. [91] proposed a
classification based method to predict the burst time. Dividing the time span of the cascade into many equal time windows,
they transformed the time prediction task to a classification problem with predicting which time window the burst would
appear.

From the literatures up to date, we can roughly classify the methods of predicting the final size of the cascade (or
information popularity) into three categories. The first type is based on the peer-to-peer spreading assumption on the
underlying networks [181]. The key problem is how to mine the propagation probability of the links, and even sometimes
the network structure is incomplete which need to infer the coupled of network structure and propagation probability
[182]. The second type is feature based method, which needs to extract a list of features that might affect the information
diffusion, including the content, users, network structure and temporal features [ 183,184], and then apply different machine
learning methods to make the prediction of the information popularity in the final state [92,179]. Although the feature
based method could generate good performance of the prediction, the challenge is that the result is sensitive to the quality
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of the extracted features. The third type is based on the probabilistic model, for example, using the theory of exciting
point processes (Hawkes process) [94,185]. Very recently, Zhao et al. [94] proposed the self-exciting model for information
cascades (SEISMIC) following this framework, which required no feature engineering and minimal information about the
information cascade as well as the underlying network structure. Apart from the high prediction accuracy of the final cascade
size, it also could identify whether the cascade was in the supercritical state or not at each time point with checking that
the transmission rate was above or below the critical threshold [94].

4. Dynamical models

4.1. Threshold models

4.1.1. Linear threshold model

The linear threshold model was first proposed to describe collective behavior [11] and has been applied to describe a
series of binary decision phenomena in economics and sociology. The main idea of this model is that individuals in the
network display a herd-like behavior, i.e., they make decisions based on the actions of their neighbors. This kind of decision-
making strategy implies that the threshold model contains memory of the exposure history. Considering a network with
N agents, each of the agents can be in one of the two states: active state and inactive state. Furthermore, a threshold ¢ is
assigned to each individual in the network, which is randomly chosen from a distribution f(¢) (f(¢) can be selected as
desired). The detailed model is described as follows:

e At the beginning, a small fraction of individuals are randomly selected and assigned to active state as the information
seeds. All the others are in inactive state.

e During each time step, for an individual i in inactive state, denote ¢; as the threshold value of i. The state of i will change
to active state if the fraction of its neighbors in active state is equal to or is larger than ¢;. All the individuals in active
state stay unchanged.

e The diffusion process comes to an end when the number of individuals in active state becomes stable.

In terms of information diffusion, linear threshold model to investigate information cascade was firstly studied by Watts
[9]. The paper demonstrated that when the model is performed on networks, information cascade will emerge. The main
focus of this study is when a global cascade would be triggered by a small fraction of initiators and the expected size of the
global cascades. Therefore, a generating function approach is applied to investigate the cascade conditions [122]. If there is
only one initiator at the initial step, the diffusion will continue only if at least one of its neighbors has a threshold such that
¢i < 1/k;, where k; is the degree of node i. In terms of this model, it is conjectured that a global cascade will be possible when
the subnetwork of vulnerable vertices percolates throughout the network as a whole. When the connectivity of the network
is low, the cascade sizes with power law distribution are obtained. However, when the network is highly connected, the
cascade size distribution is bimodal, as the propagation of cascade is limited by the stability of the nodes in the network.

For a spreading model, one of the most important dynamical behaviors is the threshold value. Centola et al. [ 186] gave nu-
merical solution of the threshold points in various complex networks, including empirical social networks. They concluded
that different from the results of the independent interaction models, random links between otherwise distant nodes in fact
reduce a networks ability to propagate collective behavior. Other factors that influence cascade spreading have also been
studied in numerous literatures, such as the size of initiators [ 187,188] and clustering coefficient [ 189].

Recently, threshold model has been applied to various directions of complex systems. For example, in order to maximize
the expected diffusion of information, the issue of choosing influential sets of individuals is a problem in discrete
optimization. Therefore, Kempe et al. [ 190] obtain the first provable performance guarantees for approximation algorithms
in a number of general cases by using threshold model and other simple but widely used models. Another application of
threshold model is to study the influence of community structure on information diffusion [12,191]. By using the linear
threshold model, Nematzadeh et al. [12] have revealed the roles of modular structure in information diffusion, which
indicates that strong communities can enhance local spreading and weak communities can make global spreading easier.
Moreover, they found an optimal modular structure which can both facilitate local and global spreading.

4.1.2. Generalized threshold models

In the process of spreading, generally, two kinds of spreading models characterizing the contagion between individuals
are studied: (i) independent interaction models, such as SIS and SIR models, in which successive contacts result in contagion
with independent probability; (ii) threshold models, in which adoption of behaviors depends on the states of current active
neighbors. Dodds et al. [ 192,193] generalized the threshold model by introducing memory of past exposures to a contagious
influence. The model also incorporated independent interaction models as a particular case. Considering a population with N
individuals, the individuals can be in one of the three states: S (susceptible), I (infected) and R (recovered). Each susceptible
node i is assigned a threshold d;x (randomly choosing from a distribution g(d*)). The detailed model can be illustrated as
follows:

o Initialization: At the initial step, a small fraction of nodes are randomly chosen as the seeds of the diffusion, which are
in I-state. All other nodes are in S-state.
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Fig.4. The infected probability of an S node Py after K contacts with infected neighbors in T steps. (a) Independent interaction model (SIR). (b) Stochastic
threshold model. (c) Deterministic threshold model.
Source: From Ref. [192].

o Infected: During each time step, for an S node i, it will receive a positive dose d;(t) (from some distribution f (d)) with
probability p from each of its infected (I) neighbors. Each susceptible node will keep a memory of doses over the previous
T steps and will turn to the infected state if the accumulated dose D;(t) = Zf/:t_”] d;(t') is larger than d;+ at some time.
o Recovery: For an infected node j, if the accumulated dose D;(t) falls below d;«, it will recover to R state.

According to the description of this model, we can calculate the probability of an S node that has encountered K < T
infected individuals in T steps becomes infected, which is Py (K) = Y _, ()p*(1 — p)**Py, where P, = [ dd*g(d")

P(ZL] d; > d*) is the average fraction of individuals infected after receiving k positive doses in T steps. By choosing
different values of p, f (d) and g(d,), we can get different kinds of models, three examples are given in Fig. 4. Besides the
general solution for the model, the authors also obtained the conditions for when the three classes of collective dynamics
exist and how the memory length affects the classification of the systems in this work.

Threshold model has been generalized to multiplex networks. Brummitt et al. [ 194] assumed that a node becomes active
if the fraction of active neighbors in any layer exceeds the threshold. Moreover, Yagan et al. [ 195] proposed a threshold model
in which nodes switch state if their perceived proportion of active neighbors exceeds the threshold on multiplex networks. In
the field of temporal networks, a generalized deterministic threshold model with history-dependent contagion is simulated
on empirical temporal networks, which turns out to be that burst activity patterns can facilitate spreading process [196].
In another literature, Karimi et al. [ 197] modified the linear threshold model by considering both the chronological order
of events and the period a contact that can influence an actor, with the result that burst activity of individuals may hinder
the spreading process. More recently, some researchers become to consider using non-Markovian process to describe social
contagion in the assumption of threshold model [198,199].

4.2. Cascading models

4.2.1. Independent cascade model

Inspired by the theory of interacting particle systems [200], an independent cascade model was first proposed by
Goldenberg et al. [123,201] to explore marketing model. Similar to the threshold model, two states are considered in this
model, i.e., active or inactive. Generally, there are two basic hypotheses in this kind of models. The first one is that the
probability of a node i accepts the infection from an active node is independent of the influence of other active nodes on
i. This implies that the independent cascade model is sender-centered, whereas the threshold model is receiver-centered.
The second hypothesis is that any active node i has only one chance to infect its inactive neighbor j, whether success or not,
node i will not influence j in the subsequent steps. Based on these hypotheses, the detailed propagation algorithm can be
concluded as follows:

o Initially, a small fraction of nodes are randomly chosen as the seeds of the diffusion process (in the active state).

e At step t, a newly active node i (has been activated at step t — 1) will activate its inactive neighbor j with probability p;;.
The neighbors of j that were activated in step t — 1 will tend to influence j in an arbitrary order.

e The process will repeat until there is not any active nodes that will influence the other inactive ones.

As described above, in the independent cascade model, the diffusion probability p; through each link should be specified
in advance. However, in real networks, the true values of these probabilities are usually unavailable in practice. This poses
a problem of how to predict each diffusion probability through each link from the real data. Saito et al. [202] addressed
the problem of how to predict the probabilities for the independent cascade model from a set of past propagations. They
defined this as a likelihood maximization problem and used the EM algorithm to predict the probabilities. The experiment
on real blogroll network showed a good performance. Another observation [203] focused on using the independent cascade
model to propose learning models of information flow in networks and predict activation probabilities from attributed and
unattributed data. Since the exact flow calculations based on the independent model are exponential, a method for sampling
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an approximation efficiently using the Metropolis—Hastings algorithm is proposed in this work to learn joint and conditional
flow probabilities.

When considering the information diffusion process, an important aspect is how to control the information cascade size
in the final state. For example, for a positive information, we may want to spread it as widely as possible. However, when
it turns to a negative news, the problem is how to minimize the influence of this news. The first one is called influence
maximization problem[190,204,205], and the second one is named contamination minimization problem [206].

The purpose of influence maximization problem is to find a limited number of nodes that are influential for the diffusion
of information. Suppose A is a set of seed nodes, the expected number of active nodes in the final state is denoted as o (A).
The influence maximization problem requires to find a set S, |S| = k, such that o (A) is maximum. Kempe et al. [ 190] studied
the influence maximization problem as a discrete optimization problem based on two models, e.g., independent cascade
model and linear threshold model. Computational experiments on large collaboration networks showed that their greedy
hill-climbing algorithms significantly outperform the high-degree and centrality heuristics. However, a large amount of
computation is required for the greedy algorithm, as the marginal gains (denoted as o (A)) for o (A) should be calculated
for many times under different set of initial nodes. Thus, an efficient method to estimate 570 (A)) based on bond percolation
and graph theory is proposed [204] and is applied to approximately solving the optimization problem under the greedy
algorithm. Experiments performed on large-scale real-world networks showed that this method can reduce computational
cost.

In terms of the contamination minimization problem, previous works investigated this problem by removing nodes from
a network [207,208]. A new method of blocking a limited number of links in a network for reducing the cascade size was
given by Kimura et al. [206]. In this work, a contamination degree c(G) is defined on graph G = (V, E), which is the average
of influence degrees of all the nodes in G, i.e.,

1
c(G) = = Za(u, G) (2)

veV

where o (v; G) is the influence degree of node v in G, denoted as the expected number of active nodes at the end of the
propagation process for initial active node v. As it is difficult to solve the contamination minimization problem directly on
large networks, a greedy algorithm which outperforms traditional link-removal methods is proposed as an approximate
solution to this problem. Besides physicists solutions, we also hold one dissemination management section in this review
for discussing minimize/maximize information spreading from computer scientists perspective (see Sec. Dissemination
Management).

4.2.2. Generalized cascade models

The parameter estimation and influence maximization problem in terms of the independent cascade model are usually
with high computational complexity, so some generalized cascade models are also proposed to solve this problem. We will
briefly introduce these models in this section.

As we know, when information spreads in the population, a time-delay phenomenon may emerge. However, the
independent cascade model cannot describe the time-delays for propagation. A prototype to incorporate time-delay in the
independent cascade model is given by Gruhl et al. [209], in which they used parameters to represent time-delay through
links. An EM-like algorithm is used to estimate the parameters from the observed data, which shows good performance on
ER network. The drawback of the model is that it considers time as a discrete variable, which means that each node can be
activated at a specific time, and this is usually not true for information diffusion. Accordingly, a continuous-time independent
cascade model (CTIC model) is proposed to solve this problem [210,211]. In the CTIC model, a parameter r;; > 0 is given as
a time-delay parameter for link ij. The model is similar to the independent cascade model, except for the contagion process.
That is, suppose i is active at time t and has a single chance to activate its neighbor node j (in the inactive state). At the
same time, a time-delay parameter § is chosen from an exponential distribution with parameter r;. Assume that node j is in
the inactive state before time t 4 §, then node i will activate node j and succeed with probability p; (diffusion probability
through link (i, j)), thus node j will become active at time t + §. Considering time-delay in this model makes the time-
sequence observed data structural. Thus a rigorous likelihood to obtain the observed data is formulated and the parameters
(including time-delay parameters and diffusion probabilities) are estimated by maximizing this likelihood. The method is
applied to solve the problem of ranking influential nodes and evaluating topics propagation, both of which work better than
conventional methods.

Actually, a series of diffusion models in social network are based on concrete graph structure and ignores the temporal
dynamics of the diffusion, which makes the estimation unreliable. Therefore, a model based on CTIC model involving
semantics, social and time is proposed in [212], which is called Time-Based Asynchronous Independent cascade (T-BaSIC)
model. In this model, a Bayesian logistic regression is used to infer time-dependent diffusion probabilities between nodes
on Twitter. Experiments on real datasets show the model’s effectiveness on predicting the dynamic of the diffusion.

In the preceding section, the independent cascade model is used to solve the influence maximization problem in several
literatures. Simultaneously, generalized independent cascade models are also used to solve this problem. A representative
one is the decreasing cascade model [213]. In this model, an incremental function p;(i, S) € [0, 1] is defined as the success
probability of node i activating node j, where S is a set of nodes that are j’s active neighbors who have already attempted
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but failed to make j active. According to the definition of this model, the independent cascade model is a special case of this
model when p;(i, S) is a constant. By adopting this model, a set of initiators are chosen as the targeted nodes to yield the
largest expected cascade, in which they prove that the expected number of influence nodes is a monotone and submodular
function of the targeted set.

Obviously, different information has different cascade sizes in social networks. This is because users’ authoritativeness,
expertise, trust and influence change with topics. Hence, a topic-aware propagation model based on the independent cascade
model is proposed (i.e., TIC model) [214], which involves items’ characteristics, users’ interests and social influence in the
model. Given a directed graph G = (V, E), each link (i, j) € E and each topic z € [1, K], a probability pij is introduced as a
weight of link (i, j) concerning topic z. For each item m, a distribution over the topics is given, i.e., 5 = P(Z = z|m) for a

given topic z, where Zle yZ = 1. Thus, the diffusion probability through link (i, j) is defined as

K
=D Yabij (3)
z=1

The other procedure of TIC model is similar to the independent cascade model. Moreover, an EM algorithm is derived to
estimate the parameters from a dataset of past propagation, which shows high accuracy compared to the conventional
methods.

4.3. Epidemic models

4.3.1. Classical epidemic models

The most widely used mathematical models for information diffusion are the epidemic models. The first attempt to
use the mathematical method to analyze epidemic is by Daniel Bernoulli in 1760, when he studied the spreading process of
smallpox. However, it was Kermack and McKendrick that laid a basic foundation for the mathematical models, as the widely
used models (i.e., SIR and SIS compartment model) were introduced by them [215,216]. Later on, numerous epidemic models
are proposed to explain different kinds of diseases. These epidemic models are applied to various other contagion processes,
including information diffusion, innovation diffusion, promotion of commercial products as well as the spread of political
movements.

Generally, people are divided into different compartments in the epidemic models, individuals in the same compartment
are assigned with the same state. The most common states used in the information diffusion process are: (i) S: the susceptible
state, represents people in this state is unaware of the information and would be infected in the future; (ii) I: the infected
state, represents people in this state have already aware of this information and will transmit it to others; (iii) R: the
recovered state, represents people in this state have already aware of this information, but are not care about it, thus they
will not transmit the information to others any more. Different combinations of these states can result in different models,
such as SI, SIS and SIR model.

Herein we first consider these epidemic models in a well-mixed population. The simplest case is the SI model, in which
two states are considered, S and I. This model is similar to the threshold model and the cascade model, as when susceptible
individuals know about the information (turns to I state), they will be in I state forever. Denote s(t) and i(t) as the proportion
of susceptible and infected individuals at time t, thus we have s(t) +i(t) = 1. Suppose the probability of infected individuals
infecting the susceptible individuals is 8. Therefore, the SI model can be illustrated by ordinary differential equations as
follows:

ds(t)

- —Bs()i(t) »
di(t) it
T Bs(®)i(t).

The SIS model is used to characterize epidemics that have transient immunity, such as influenza. When it turns to the
information process, it means that the individuals know about the information (in I state) will ignore the information
and become susceptible again (in S state). We denote s(t) and i(t) as the fraction of susceptible and infected individuals
in the population respectively. The transmission probability between I state individuals and S state individuals is 8, and
the recovered probability of the I state individuals is y. Accordingly, the SIS model can also be expressed by the ordinary
differential equations:

ds(t) L
" = —Bsi) + i)

t

di(t) (%)
=0 = B0 = yi().

Given an initial value i(0), we can derive the expression of i(t):

(0 = OB =)
= piet
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We define . 2 B/y as the effective infection rate of this model. From Eq. (6), we can find that when A > 1, the steady-state
valueoflisi=(B—y)/B=1— % an endemic disease state is obtained in this case (indicates that there will be a number
of infected individuals in the population at the final state). However, when A < 1, we havei — 0(t — o0), which means
that there will be no I state individuals in the population finally and is called a healthy state. Therefore, A = 1is a threshold
value of the SIS model, which is also known as the basic reproduction number [217].

The SIR model is introduced to explain the epidemics with permanent immunity in the population. Different from the SI
and SIS model, a recovered state (R) is given in this model. Individuals in S state would be infected by the I state individuals
with probability 8, whereas the I state individuals would recover to R state with a recovery probability y. Thus, the ordinary
differential equations of SIR model are

ds(t) )
a —Bs()i(t)
.
%) — Bs(0)i(t) — yi(t) ™)
ar(t) .
P yi(t).

A 2 B/y can also be defined as the basic reproduction number of the SIR model. We can get similar conclusion as the SIS
model, i.e.,, when A < 1,r = 0, indicating that information cannot spread in the population. When A > 1, we haver > 0,
which means the information can spread out as the increase of 1. As a consequence, A = 1 is a threshold value of SIR model.

4.3.2. Mathematical analysis for epidemic models

In the previous section, epidemic models are studied in a well-mixed population. These models can also be analyzed
by other mathematical approaches in a network-structured demographic. In this section, we illustrate these approaches in
detail in the case of SIR model. It should be emphasized that these approaches can also be generalized to other epidemic
models. We focus our study on a network G = (V, E) with the average degree of (k). The transmission probability between
I state individuals and S state individuals is 8, and the recovery rate of the I state individuals is y .

Homogeneous mean field approach. Denoting s(t), i(t) and r(t) as the fraction of susceptible, infected and recovered
individuals in SIR model, thus we have s(t) 4 i(t) + r(t) = 1. In the homogeneous mean field approach, we assume that
each individual is connected to (k) neighbors in average [218]. Thus the changes of s(t), i(t) and r(t) are expressed by

ds(t) _ ,
a — (k) Bs(t)i(t)
di
%) = (k) Bs(D)i(t) — yi(t) (8)
ar(t) .
e yi(t).

From the equations of homogeneous mean field approach, we know that this approach considers the degree of the
network to some extent compared to the classical approach in a well-mixed population. The threshold value of this approach
is also different, which is Ry = (k) 8/y (Ro is the basic reproductive number) [219].

Heterogeneous mean field approach. The homogeneous mean field approach considers each individual can infect a
constant number of neighbors, which is not suitable for the heterogeneous networks. A heterogeneous mean field approach
is proposed to overcome this drawback [220,221]. In this approach, individuals are divided into different categories based on
node degrees, i.e., si(t), ix(t) and ri(t) represent the fraction of susceptible, infected and recovered individuals with degree
k respectively. Consequently, the heterogeneous mean field approach can be governed by

dsi(t)

o = —kBs(D8)

dl(kiit) = kBsi(t)0k(t) — yik(t) ’
d

rzit) = yir(t)

where 6,(t) is the probability that a random selected link is pointing to an infected individual. The specific form of 6, (t) in
terms of uncorrelated and correlated network is [222],

Z(k — Dp(k)i(t)/{k)  if Gisuncorrelated network
k

O(t) =
k(®) Z iv () (K — 1)/K)pK'|k)  if Gis correlated network.
k/

(10)
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The threshold value of this model can also be calculated. When G is an uncorrelated network, the threshold is A4 =
<k2§k> 7 ) , where (k?) is the second moment of the node degree distribution. When G is a correlated network, the threshold is

AT = L where A,, is the maximum eigenvalue of the connectivity matrix Cye = B(k(kK' — 1)/K)p(K /k).

Palr based approach. In order to study the epidemic models on networks, approaches consider the evolution of the
edges are proposed, known as the pair-based approaches [223-225]. In this model, [X] represents the expected number of
individuals in different types. For example, [S] expresses the expected number of susceptible individuals, [SI] denotes the
expected number of links connecting a susceptible individual to an infected individual, [SIS] represents a triple with form
of S — I — S. The changes of the variables can be described by the following differential equations:

dis]
o BISI]

qm _ [SIT—yU]

dar B Y

d[R] _

T vl
d[SS]
— = —2B[SSI]

dt an
d[SR]
- —BIRSI] + y [SI]

d[IR]

T BIRSI] + y ([H] — [IR])

d["]

= 2B ([ISI] + [SI]) — 2y 1]
d[SI]
T B([SSI] — [ISI] — [SI]) — y[SI].

System (11) can be closed at the level of pairs by assuming different distributions of neighbors, for instance, Poisson, binomial
or multinomial distribution [223,224]. As triples are considered in this system, clustering effect of the network can also
be involved by different pair approximation approaches. On the other hand, system (11) is a homogeneous pair-based
approach, which can be generalized to a heterogeneous case. Like the heterogeneous mean field approach, the node degree
is considered in the heterogeneous pair-based approach [225]. In addition, based on different closure method, the threshold
values can be derived respectively.

Individual-based approach. The approaches introduced above have considered the network structure to some extent.
However, these approaches are aggregate representations of the network, as they cannot distinguish among individuals with
the same node degrees and ignores the central properties of the individuals. Thus an individual-based approach is proposed
in terms of continuous time Markov chain SIR model [226].

We first give the definition of continuous time Markov chain SIR model. Suppose there are N individuals in the population,
as each individual can be in one of the three states (i.e., S, I, R), thus there are 3" possible network states. Denote X =
{x1, X2, ..., xy} as the network state, where x € {S, I, R}. Wx = p(X = {x1, X2, ..., xy}) is the probability that the network
is in state X. The state transition matrix is given by Q = (qx, y)3NX 3n, in which ax.y represents the transition rate from

,,,,,

thus we can obtain the change of thls probability with time as follows:

dwT (1)
dt
where WT (t) is the transpose of W (t). Given an initial value W7 (0), the solution of Eq. (12) is obtained

=w'(e (12)

wT () = wT(0)e¥. (13)

According to Eq. (13), the solution complexity of continuous time Markov chain SIR model is exponential 0(3"). Therefore, an
individual-based approach is given to decrease the complexity to O(N). The Qv ;v matrix is decomposed to N infinitesimal
matrices, in which each matrix is within three states [226,227]. By using the effective average infection rate instead of
random infection rate, the state change of each individual v is

ds,
dt(” 5o (OB Daey oL (0)
dl(vif't) = Sv(t)ﬁzzevav.zlz(t) - ylv(t) (]4)
dR,
© Lo

dt
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where A = (a, ;)nxn is the adjacent matrix of the network. The threshold value for this model is Ry = 1/Amqx .4, Where
Amax,4 1S the maximum eigenvalue of A.

Generating function approach. As the SIR model demonstrates a transition between a phase of a finite epidemic size and
a phase of only a limit individuals are infected, resulting in the SIR model can map into a bond percolation problem [228].
An occupation probability T of the links in the network is defined in the bond percolation theory, the ultimate size of the
epidemic outbreak is exactly the size of the cluster of vertices that can be reached from the initial vertex by occupying edges
with probability T. The average behavior of the networks under bond percolation can be solved by generating function.
Suppose the degree distribution of the network is py, the generating function for the degree distribution and the excess
degree generating function are

Go(x) = ) _ pua (15)
k=0

Gi(x) = D (k+ Dpi1x*/ (k). (16)
k=0

Denote (s) and S(T) as the average outbreak size and the giant component size of the bond percolation process. Thus

(s) =1+ T6() (17)
- 1-TG,(1)
when TG (1) = 1, Eq. (17) diverges, the threshold value can be obtained as
> kpy
L=t - __F (18)
TG Y k(k— 1py
k
when T > T, a giant component S(T) emerges, which can be acquired by solving the equations below.
S(TY=1—-Go(u; T),
(T) o(u; T) (19)
u=G(u;T).

Experiments on networks show that the solution of Eq. (17) and Eq. (19) is well consistent with the simulation results. The
percolation theory can also be applied to other SIR-like models, the results are shown in [229,230].

4.4. Other models

With the development of science and technology, we are now exposed to a large amount of data. Thus the requirement of
new approaches to characterize the information process in online social network is more intense than ever before. Besides
the traditional models above, there are also some new models to model the information process in terms of datasets on
social networks. In this section, we will briefly introduce them.

Linear Influence Model. Even though various models have been proposed to investigate information diffusion, modeling
the diffusion of social networks has always been a challenge task. As each node in the network plays different roles in the
information process, a model concerned about studying the influence of a particular node and how the influence changes
over time is proposed in [231]. The model which is designated as Linear Influence Model (LIM) is based on a number of
empirical analyses on Twitter. The assumption of LIM is that the number of newly infected nodes depends on which other
nodes got infected in the past.

Define I, (I) as the influential function of node u, which means the number of followup infected nodes [ time units after
node u is infected. V(t) is the total number of infected nodes at time t. According to the assumption of LIM, V (t) can be
expressed as

VE+D = ) Lt —t) (20)

ueA(t)

where A(t) is the set of nodes that have been infected, and node u is infected at time t,(t < t,). The influential function is
modeled in a non-parametric way, which leads the model to a simple least squares problem and can be solved on large real
networks. Experiments on large scale datasets showed that the model can accurately assess the node influence and predict
the temporal dynamics of information diffusion.

Diffusive Logistic Model. Most of the diffusion models focus on modeling information diffusion in temporal dimensions,
while a model concerned about both temporal and spatial dimensions is given by Wang et al. [232]. They proposed a PDE-
based diffusive logistic equation to model information diffusion in online social networks, which aims at modeling how
information travels over time and space and the density of infected individuals at a fixed distance (Fig. 5). In this model,
friendship hops are used as a distance metric, and the diffusion process is divided into two processes, that is, growth process
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Fig. 5. Diffusion process of diffusive logistic model.
Source: From Ref. [232].

and social process. Growth process aims at modeling the diffusion process between the individuals at the same distance from
the diffusion source. Social process is designed to model the diffusion process between individuals at different distances
from the diffusion source. In addition, this model also incorporated the propagation between individuals who are not direct
friends. The model was expressed by Partial Differential Equation and was validated on the Digg dataset. Experiments
showed that the diffusive logistic model can predict the density of influenced users for a given distance effectively by
choosing suitable initial condition and parameters. Moreover, this model is a first attempt to use PDE-based equation to
model diffusion process both in temporal and spatial dimensions in online social networks.

Information diffusion with External Influence. Diffusion channel plays an important role in information diffusion. As
we know, there are two ways for information reaching a person, that is, through the connections in the underlying network
and an external influence from outside of the network. However, most of the present models focus on studying the peer-to-
peer communications via the underlying networks, ignoring the external influence on the diffusion process. Recently, some
researchers have incorporated the external influence to study how information spreads on social networks [4,6,139,233].
The authors [4] first empirically show that only around 71% of URL mentions on Twitter are attributed to the underlying
network effects, the remaining 29% of the mentions are due to the external effects. Thus a probabilistic generative model
both considering the internal and external effects is presented to illustrate information diffusion. In this model, they denote
Aine (t) as an internal hazard function which governs the random amount of time it takes for an infected node to expose its
neighbors and . (t) as the event profile which is a stream of varying intensity of external exposures that a node receives,
thus these two variables can be expressed as follows

Aine (t)dt = P(iexposesj € [t,t + dt]|i hasn’t exposed j yet) (21)
for any node i and j, where t is the amount of time that has passed since i is infected.
dexe (£)dt = P(ireceives exposure € [t,t + dt]) (22)

for any node i, where t represents the amount of time since the diffusion first appears in the network. A, (t) and Ay (t)
are the expected value of A, (t) and Ay (t), thus the exposure distribution which represents the probability that node i has
received n exposure by time t is as follows

; n i t/dt—n
b M(r/ﬂdt) (M‘“) X(l_M.dt) . (23)

From Eq. (23), we know that Péxp (n; t) considers both the contacts from the underlying network and the influence of external
sources. Experiments on Twitter network show that the model can be used to infer the shape of the influence functions and
to show the influence of external sources on information diffusion.

In addition, the authors [139] begin with showing that the external influence plays an important role in information
diffusion process by analyzing eight typical events in Sina Weibo. Therefore, a theoretical model is proposed to incorporate
both internal and external influence, which contains three properties, i.e., memory effects, role of spreaders and non-
redundancy of contacts (Fig. 6). They find that both the mathematical model and simulation results are consistent with
the empirical analysis, which reveals that the spreading pattern is determined by the event’s characteristic.

The interplay between information diffusion and epidemic spreading. When a disease is spreading in the population,
the information about this disease will be diffused simultaneously. Thus the individuals who know about the disease will
change their behavior to avoid being infected or prevent infecting the others. Seminal studies considering information
diffusion in the epidemic dynamical process are given by Funk et al. [98,235,236]. They aimed at building theoretical models
incorporating these two spreading processes in a well-mixed population. Besides, they found that the information diffusion
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Fig. 6. Information diffusion model with internal and external influence. The individuals with loudspeakers are the media agents (external influence), the
remaining are the common individuals in the population.
Source: From Ref. [139].
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Fig. 7. Interplay between information diffusion and epidemic spreading. Four individual states are considered: (i) S_: susceptible individuals who do not
know about the disease; (ii) S;: susceptible individuals who know about the disease; I_: infected individuals who do not know about the disease; I :

infected individuals who know about the disease.
Source: From Ref. [234].

process may affect the spreading of epidemics in three ways: (i) the individuals’ disease state; (ii) the parameters used in the
spreading process; (iii) the network structure. Whereas the mutual feedback phenomenon between information diffusion
process and epidemic spreading process is empirically verified by analyzing the data of disease and disease information
about H7N9 and Dengue in [234]. They proposed a mathematical model using the pairwise approach to illustrate the
interaction between the two spreading processes on ER network (Fig. 7), which shows a good agreement with the simulation
results. In addition, they also proposed a model concerning these two processes on adaptive networks (Fig. 8), which shows
that the adaptive behavior triggered by the information diffusion can significantly prevent the spread of disease spreading
[237].

Besides the aforementioned models, there are also some other models describing information diffusion on social
networks, such as strategic game models [238], voter models [239] and opinion formation models on adaptive networks
[240,241]. These models allow us to have a better understanding and to further study the underlying dynamical process.

5. Applications studies

5.1. Network reconstruction

Reconstructing network structure from data, has became an important issue in recent network science research
[242-248] and it is fundamental for us to understand and control collective dynamics in networks. Solutions to the problem
lead to broad applications because the complex interacting dynamic exists in the systems of various disciplines [249-251].
There are some previous works [252-254] uncovered the nodal interaction patterns for coupled oscillator networks or
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Fig. 8. Interaction between information and disease spreading process. The individuals are the same as Fig. 8, however, this model is performed on adaptive

networks.
Source: From Ref. [139].

evolutionary games from time series data based on compressed sensing theory (CST) [255-258]. Different from those
works, reconstructing the underlying contact network from the nodal states under the given entity propagation model,
e.g., susceptible-infected-susceptible (SIS) [259], remains to be a great challenge since the dynamic of entity dissemination
is highly stochastic [17]. It is difficult to cast the highly non-trivial transformation associated with the spreading dynamics
into CST framework. To solve this challenge, Shen et al. [17] developed the CST framework from the time series data of
nodal states of different entity spreading model, according to the law of large numbers. Then they solved the problem,
i.e., reconstructing the underlying network, via using the standard solutions proposed by previous works [255-258]. We
give a brief introduction about this work in this review.

5.1.1. Compressed sensing
The CST tries to reconstruct a vector X € R" from linear responses Y of X with the following equation:

Y=0¢ X (24)

where Y € R™ and & is an m x n matrix. X can be effectively reconstructed by solving the following convex-optimization
problem:

min ||X||; st. Y=& -X (25)

where || X]|; = Z?:l |Xi|, is the L; form of X and & is restricted isometry. The key feature of CST is that the number of
responses Y can be much less than the number of components of the unknown vector X, i.e.,, m < n, with the condition
that X is sparse and the number of non-zero components in it is less than M. We need to form the problem of reconstructing
propagation network as Eq. (24).

5.1.2. CST-based reconstruction

We consider the simple case that no hidden source exists and the propagation starts from a fraction of infected nodes,
and give the CST-based reconstruction framework for SIS dynamics in this review (the case for CP model [260] can be found
in [17]). For the SIS model, the state s; of an arbitrary node i has only two possible cases:

__ )0, susceptible
i = {1, infected (26)
and i is infected by its neighbors at time ¢ with probability p' (¢):
o1 ._1an ‘a,‘ij(t)
pi ) =1—(1—ay="# (27)

where «; is the infected rate of node i and s;(t) is the state of node j at time t. The adjacent relationship between node i and
Jjis denoted by a; (a; = 1if i connects to j otherwise a; = 0). The superscript 01 represents the change from susceptible
state to infected state. Similarly, the recovery probability of i from state 1 to 0 is denoted by pim(t): p}o(t) = B;, where g; is
the recovery rate of i. We rewrite the log-form of Eq. (27) as:

In(1—p{" () = In(1 — o) Y ays;(0). (28)

J=1j#
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It can be written as standard CST form: Ypnx1 = @mxmn-1) - X(n—1)x1, Where Y1 equals In(1 — p?l(t)) at different times
t =ty,t, ..., tm Pmx@m—1) is determined by the state s;(t) of nodes except i at time t and X(,_1)«1 contains the adjacent
relationship between i and other nodes. With available nodal states information @, 1), We can reconstruct adjacent
relationship of nodes X(,—1)x1 if we can infer the infection probabilities p?] (t) at different time.

To estimate pf” (t), firstly set a threshold A related to the normalized Hamming distance between strings composed of
sj(t)(j # 1) atdifferent ¢ to identify a base string at £, and a set of strings subject to the base. Further obtain a set of base strings
by setting another threshold 6 associated with the normalized Hamming distance. Then the probability In(1 — p?l (t,)) can
be estimated by the average value over the state s;(t + 1) at all suitable time. The process finally gives a set of reconstruction
formulation in matrix form:

B ln(l — O{i)a,‘,l T
n (1= {sit + 1)) (s100) oo @) @) @) ;
In(1— (st + 1)) (s1(82)) -+ (sim1(t))  (sit)) - (sa(t2)) In(1 — a;)a; i
: : : : : : : n(1 — ;)0 i1
In (1= (siEm + 1)) (1) - (sica(n)  (siE) oo (salEm)) :
L In(1 — ap)ajy
where i, 5, . . ., £, denote the time associated with m base strings and (-) represents the average value of all satisfied ¢

(refer to paper [17] for details of mathematical deduction). With the Yy, and @y, n—1) inferred from time series of nodal
states, we can reconstruct all adjacent relationships between node i and other nodes by using standard solutions of CST to
solve Eq. (29). Similarly, neighbors of all nodes can be uncovered, that is the full reconstruction of network can be achieved.

Besides CST-based methods, there are some other works [ 18,261,262] addressing the inverse problem of special topics of
complex propagation networks. Specifically, the paths of diffusion from a single source constitute a tree-like structure if the
propagation dynamics started from a single source. With the available information about the early stage of the dissemination
process, it is feasible to infer all branches that reveal the connections from the source to neighbors as well as farther
neighbors. In addition, the time delays in the diffusion process help infer the source of the propagation network through
enumerating all possible hierarchical trees, which is another applicable topic different from constructing underlying contact
network and has been studied by some works [18,19,263].

5.2. Rumor spreading

Rumor is a kind of harmful information that spreads in human societies in all times [264]. Recently, the development of
online social networks (Twitter, Facebook, Digg etc.) further facilitates the spread of rumors in the population and makes
the influence of rumors much wider than ever before.

The first rumor spreading model is proposed by Daley et al. [265] (known as the D — K model), which is a variant of the
SIR model. In D — K model, individuals may be in one of the three states: ignorant (S, susceptible state in SIR), spreader (I,
infected state), and stifler (R, recovered state). The ignorant individuals may be infected by the spreader individuals with
some probability. The spreader individuals may turn to the stifler state with some probability when they encounter the
stifler individuals or another spreader individual. Daley et al. [266] use stochastic process to analyze this model, in which
they assume that the transition probability between different states obeys some mathematical distributions.

Suppose initially the number of individuals in state S, I, R are S(0) = N, 1(0) = 1 and R(0) = 0 respectively. Thus, when
t > 0, we have S(t) + I(t) + R(t) = N + 1. Transition probability ps; can be expressed as

psi(t) = PS(t) = s, I(t) = i|S(0) = N, 1(0) = 1. (30)

The change of py; with time is

G+ DA = Dpstri-t+ (N =s =D+ Dpsip

dpsi s+ 1@+ 1 i—1
L %W—i(w——ﬁsi f0<s<NO<i<N (31)
0

otherwise,

D — K model is reasonable under certain conditions despite it is not fully comply with the rumor spreading process in reality.
According to D — K model, some other modified models have also been proposed later on. For example, Maki et al. [267]
consider the third process of the D — K model as: when two spreader individuals encounter with each other, only one of
them turns into stifler state.

As the structure of the population is heterogeneous, it is necessary to consider rumor spreading on networks. The first
attempt to use complex networks to study the rumor dynamics is Zanette [268,269], when he investigated rumor dynamics
on small-world networks. They used a simplified D — K model, in which the ignorant individuals would become infected
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when they encounter the spreader individuals, and the spreader individuals would turn to stifler state when they encounter
stifler individuals or another spreader individual. A mean-field equation was given as follows

ds(t)

% = s()i(t) — i) (t) +r(t)) (32)
dr(¢) . . .
- i) (i) +r(t))

where s(t), i(t) and r(t) are the fraction of ignorant, spreader and stifler individuals in the population. He found that
a transition occurs at a critical value of the rewiring probability p between a regime where the rumor dies in a small
neighborhood of its origin (small values of p), and a regime where it spreads over a finite fraction of the whole population
(large values of p).

Numerous studies also considered rumor dynamics on scale-free networks [270,271]. In [270], they further developed
D — K model and used degree-based mean-field equation to describe rumor spreading on scale-free networks

) _ g ) > kP )i (t)
k/

dt (k)

dig(t) KP(KD)ip () . K'P(K') (i (£) + 1 (1))

T Bksi(t) Ek/ 0 y ki (£) Ek/ " (33)
dr(t) K'P(K') (i (£) + 1 (£))

T y ki (t) Ek/ "

where 8 and y are the transmission and recovered probability, si(t), ix(t) and r(t) are the fraction of ignorant, spreader
and stifler individuals with degree k. The final fraction of stifler individuals r (c0) and the cost of time are used as metrics to
measure efficiency of the propagation. They found that r(c0) is related to transmission probability 8. In addition, they also
found that the value of r(co) is larger in small-world networks compared to scale-free networks.

In addition to the models used above, rumor models are presented to control rumor spreading on social networks.
For example, researchers proposed different models to model the spread of rumors and anti-rumors on the networks
[272,264,273], in which the anti-rumors are used to combat rumor spreading. Furthermore, the role of influential
spreaders in rumor spreading also attracted much attention recently [274,275], which is similar to the influential spreaders
identification of other information and epidemic spreading process.

5.3. Leader identification

Considering the impact of information diffusion, messages from influential individuals [276], namely leaders, would
be highly accepted and forwarded by their followers, thus can quickly spread to the whole society [277] according to
small-world [278] and word-of-mouth [61] effects. Therefore, how to effectively identify those opinion leaders in large-
scale networks brings a big challenge. In general, the problem of leader identification can be concluded as designing nodes
ranking algorithms by denoting their respective importance. The present leader identification algorithms can be classified
as (i) network-based; and (ii) machine-learning based approaches. The former focuses on using network topology [279]
and dynamic models [280] to discover leaders, and the latter tends to extract useful features to find out target nodes [190].
Network topology, such as centrality [279], structural hole [281], k-shell [ 134], can statistically identify influential leaders
with respect to their local roles in networks. Comparatively, dynamical models can make use of the information of global
network structure. Pagerank based algorithms [282,280] hypotheses that information flow can equally distribute along
network edges, and the final equilibrium corresponds to ranking scores of every nodes. Computer scientists regard both
static network topologies and dynamic flows as independent features, and optimize the objective function via iterative
refinement [283]. Generally, methods based on network topologies are easy to implement and understand, models based
on dynamical mechanisms can achieve robust results as more information is adopted. Feature extraction based approaches,
as it further unifies both network and meta information (e.g., text, multi-layer network), can obtain more reliable results
and be widely applied in engineering community. For more detailed work on leader identification, readers can find in the
accompanying review article: Vital nodes identification in complex networks.

5.4. Dissemination management

The dynamic process on large network like retweets on Twitter [41,284] and H7N9 spreading [285] in a population are
similar to entity dissemination. Given a network and a budget k, the key problem of dissemination management is how to
quickly find the best k nodes to delete/immunize or best k edges to delete, for making the remaining network to be most
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robust to the virus attack. Take the rumor control on Twitter as an application, we want to cut off the best k connections
among user accounts to contain the rumor dissemination as much as possible. Similarly, given a population attacked by
H7N9, which best k people should we immunize for minimizing the number of victims? In the following of this section,
we divide the discussion of dissemination management problem into three parts: (1) Firstly quantify the robustness of the
given network and find the epidemic threshold. In other words, how likely the given network will be attacked by a virus and
what is the tipping point for virus to spread out? (2) Secondly derive the corresponding attacking value of selected k nodes of
the given network and design node-based strategy for containing entity dissemination. (3) Thirdly derive the corresponding
attacking value of a set of k edges of the given network and design edge-based strategy to minimize entity spreading.

5.4.1. Epidemic threshold

Given an undirected unweighted network with a virus propagation model, at which condition the virus will die out? The
answer to the question is the epidemic threshold and it is the minimum level for preventing a viral propagation from dying
out quickly [219,286,287]. For ease of presentation, the epidemic threshold is normalized as an effective strength s and the
tipping point of propagation is reached when s = 1. The threshold theorem [20,288] proved that under threshold condition,
i.e., s < 1, virus will be wiped out, and the effective strength is formulated as:

S=A1-Cy (34)

where A1 is the largest eigenvalue of adjacency matrix A of the network and c,, is an explicit constant related with the
given virus propagation model. Accordingly, the effective strength is a combination result of the particular underlying
contact-network and the specific propagation model. For example, the largest eigenvalue of a clique like contact network
is: A1 = n— 1, where n is the number of nodes. Thus the effective strength of popular susceptible/infected/susceptible (SIS)
model [259] on such network is: s = A - % where « and 8 denote the attack and healing probability over a contact-link,
respectively. Likewise, the threshold theorem is applicable for all other standard virus propagation models [20,288].

According to the threshold theorem, the propagation is affected by the topology of contact-network and the property
of the entity like virality or duration. In general, we assume that we cannot modify the entity’s strength. Thus in order to
manage the entity dissemination, i.e., control the value of s, we focus on manipulating the network connectivity, that is
modifying A, of the network.

5.4.2. Node-level strategy

Given an undirected unweighted network and budget k, which best k nodes should we delete/immunize to make the
remaining network as robust as possible against virus propagation? The problem is closely related to the epidemic threshold
theorem. Firstly, the “Vulnerability” [21] of the network G, i.e., V(G), is measured by the largest eigenvalue of the adjacency
matrix A,

V(G) = Aq. (35)

The larger A is, the easier for virus propagation. Then in order to contain the virus propagation as much as possible, we
should delete/immunize k nodes to decrease the V(G) of network as much as possible since the drop of A; leads to the
decrement of effective strength. Specifically, the “Shield-Value” (SV) [21] quantifies the importance of a given k nodes set S
in dissemination management:

SV(S) = ) 2hu) — ) Ad.Hudul) (36)
ieS i,jes
where uis the eigenvector corresponding to 1. Obviously, nodes set S has larger SV (S) if each of them has a large eigen-score
(u(i)) and they have few connections (most of A(i, j) equal 0). In addition, SV (S) is a good approximation of the eigen-drop
of the largest eigenvalue, AL (S), after deleting nodes set S:

AM(S) =SV(S) + 0 (Z ||A<:,j)||2> (37)

Jjes

where AL{(S) = A — X1, X1 is the largest eigenvalue for perturbed network after deleting nodes set S.

According to Eq. (37), it is natural for us to choose nodes set S that has the largest SV (S) for reaching the largest AX;(S).
An intuitive way is to compute the SV (S) for each selection of k nodes and pick the set with the largest SV (S). However, the
high computational complexity (9((1’;) -m) (n and m are the number of nodes and edges, respectively) makes the solution be
not applicable for large network. To solve such problem, Tong et al. [21] proposed NetShield algorithm which reaches both
efficacy and efficiency. We briefly illustrate the NetShield as:

Firstly initialize S as empty set and compute the largest eigenvalue A; as well as the corresponding eigenvector u of the
given network, and compute the “Shield-Value” of each node i by: SV (i) = (241 — A(i, i) - u(i)>. Then greedily select one
more node j (j ¢ S) and add it into set S by: j = argmax;score(i), where score(j) = v(i) — 2 - b(j) - u(j) and b = A(:, S) - u(S).
Repeat previous step and finally find the best k nodes for deletion/immunization. The good approximation of SV (S) for
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AM1(S) guarantees the effectiveness of NetShield and the greedy selection makes the computing complexity of NetShield
become O (nk? + m), which is much smaller than @((£) - m).

Besides the NetShield, there are some other works of node-level strategy for dissemination management. Briesemeister
et al. [289] focused on immunization of power law networks, Hayashi et al. [290] studied the growing network and derived
the extinction conditions under random and targeted immunization for the SHIR (Susceptible, Hidden, Infectious, Recovered)
model. Prakash et al. [291,292] proposed effective algorithms for node immunization on time-varying networks. Different
from those works, the NetShield algorithm provides a general solution of node-level strategy for arbitrary static or time-
varying networks.

5.4.3. Edge-level strategy

Given an undirected unweighted network and budget k, which best k edges should we delete to make the remaining
network as robust as possible against virus propagation? Different from node-level strategy, we shift the problem to the
level of edges here. Edge level strategy is more acceptable than node-level strategy in real application. Take rumor spreading
in online social network as an example, deleting nodes means we need to shut down some legitimate user accounts while
we can avoid this by deleting few connections among users. As we have seen in Sections 5.4.1 and 5.4.2, the propagation is
affected by the “Vulnerability” of the network and the properties of the entity, and the “Vulnerability” can be represented
by the largest eigenvalue A of the network. The problem we address is how we can contain the dissemination by deleting
some edges of the network since we assume that we cannot change the properties of the propagating entity.

Similar to node-level strategy, the key issue to solve the problem is how to quantify the impact of deleting a set of
edges S in terms of Aq. The naive way is to select k edges randomly and recompute A; after deletion then find the best
k edges for the largest AX(S). However, it is computationally infeasible for large network since it takes ¢ (m) time for
each of (1’7‘]) possible selections. To solve this problem, Tong et al. [23] introduced eigen-score to quantify the impact of each
edge in dissemination management and proposed K-EdgeDeletion algorithm for NetMelt problem. It reaches both computing
efficiency and dissemination control efficacy. Specifically, let u and v be the corresponding left and right eigenvector of 14,
respectively. The AL(S) after deleting a set of k edges S can be approximated by the following theorem:

AM(S) = - Z u(iyv(j) + Ok) (38)

ejj€S

where ¢ = 1/u’v, and i and j denote the two ending nodes of deleted edge e;;. Obviously, the eigen-score of edge e; is
quantified by u(i)v(j). Like NetShield algorithm, the K-EdgeDeletion algorithm greedily chooses the best k edges for deletion
and we briefly illustrate it as:

Firstly initialize S as empty set and compute the largest eigenvalue A as well as corresponding left and right eigenvector
u and v of the given network. If the minimum value of u or v is negative, we should revise u or v as —u or —v. Then we
compute the eigen-score of each edge e; by equation: score(e;) = u(i)v(j). Finally find the best k edges with the top-k
scores and add them to the deleted set S. The time cost of K-EdgeDeletion is ©@ (mk + n) and it is much faster than random set
selection. In addition, the good approximation of eigen-score value of deleted edges set makes the algorithm perform well
in containing dissemination. On the contrary, the same approximation theorem can be applied to the NetGel problem which
adds best k edges into the network so that its A1 will increase as much as possible, i.e., strengthening the entity propagation
as much as possible. We recommend reader Ref. [23] which includes details of K-EdgeAddition algorithm for solving NetGel
problem.

There are some other edge-level strategies for slowing down the entity spreading [293], reducing the average infection
probability [294], evaluating the attack vulnerability [295] or studying contagion blocking in networks [296], etc. Similar to
K-EdgeDeletion algorithm, Bishop et al. [297] proposed a convex optimization based solution to approximately minimize
the largest eigenvalue of the network and Chan et al. [298] tracked multiple eigenvalues in order to measure network
robustness. Long et al. [24] showed that K-EdgeDeletion performs poorly on networks with small eigen-gaps (like many social
networks) and introduced MET (short for Multiple Eigenvalues Tracking) to overcome that problem. Zhang et al. [25] found
the weakness of K-EdgeDeletion algorithm in maintaining community structure and proposed CRlink (short for Community
Edge Relink) algorithm which performs well on both containing dissemination and maintaining community structure.

6. Outlook

In this section, we introduce a few challenges that the field of information diffusion to tackle in the future.

We live in the era of information, receive and send messages every moment. Besides traditional channels, e.g., TV and
radio broadcasting, new ICT tools allow information to spread faster and wider than ever before, and dominate the way we
obtain knowledge and form our opinions. We have to adapt to the ever-changing and challenging situations and fragment our
time by hundreds of mobile applications (APPs). News-oriented applications can learn our personalized preferences and then
push messages according to our historical information, which attract users via precise information diffusion. Social medias,
tend to spread messages via the versatile social networking services, which employ the power of both the crowd and stars.
Wearable devices collect our dynamical body information to infer the health status and share with sympathy friends. While
there has been an undeniable progress in the information availability, a fundamental question remains elusive: how can
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we get more useful information than before? Comparing with the great volume of input data, how to filter out information
of less importance is a huge challenge. Recommender systems, a recently emergent technology, has been raised to solve
the dilemma by collaborative filtering. However, the information diffusion is quite a dynamical and timely process (see the
previous article [299]), classical recommender systems would fail to provide such real-time service in a detailed micro-level.
Conversely, an effective yet efficient filtering algorithm would also promote the fast spreading of and suppress the diffusion
of rumors or misinformation [96].

Although there is a vast class of researches studying the dynamics of information diffusion, most of them are based on
classical epidemic spreading, which hypotheses that contagion propagation can also lead to the patterns of information
spreading. However, as information transmission requires much less cost and variate much faster than that of physical
contagion with the help of modern internet tools, the modeling of information diffusion should also take those aspects
into account. Generally, one will or will not forward a certain message are decided by many reasons, e.g. news content
and timeliness, her/his preferences, or just random choice. If those factors are considered in modeling the corresponding
dynamics, physics can thus prove more powerful in studying the driving universality of information spreading patterns.

Another interesting facet of information diffusion is related to its application in predicting various social phenomena.
Firstly, the approach of information diffusion has been used to predict the financial turbulence and regional economical
trends. The financial market can be partially predicted since people tends to accept messages which are confirmed by social
environment and then invest according to what they have learned. Secondly, in traffic systems, we sometimes intend to
imitate how others choose routes to walk or drive if some unknown accidents happen, as such explicit behaviors can easily
spread to the waiting queue. Finally, the online information in social networks, saying awareness, can somehow reflect the
situation of epidemic spreading, hence can be applied to model and predict the coupling dynamics between information
and epidemics from both micro- and macro-perspectives. In a word, the incorporation of various kinds of diffusion data can
largely enhance our ability of understanding the underlying mechanisms of corresponding occurrences.

The science of information diffusion is just starting—despite impressive progresses, much remains to be understood. For
further advances intuition alone is no longer enough and a multidisciplinary approach will surely bring powerful tools that
innovative matchmakers may turn the immense potential into real life applications.
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